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Abstract: This paper presents a precise definition of numeral classifiers, steps to identify a numeral
classifier language, and a database of 3,338 languages, of which 723 languages have been identified as
having a numeral classifier system. The database, namedWorld Atlas of Classifier Languages (WACL), has
been systematically constructed over the last 10 years via amanual survey of relevant literature and also an
automatic scan of digitized grammars followed by manual checking. The open-access release of WACL is
thus a significant contribution to linguistic research in providing (i) a precise definition and examples of
how to identify numeral classifiers in language data and (ii) the largest dataset of numeral classifier
languages in the world. As such it offers researchers a rich and stable data source for conducting typo-
logical, quantitative, and phylogenetic analyses on numeral classifiers. The database will also be
expanded with additional features relating to numeral classifiers in the future in order to allow more fine-
grained analyses.
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1 Why numeral classifiers?

Categorization is one of the most frequent and essential tasks realized by humans, as elements and expe-
rience encountered may be more efficiently stored and retrieved in the brain if they are categorized and
organized (Clahsen 2016: 599; Lakoff and Johnson 2003:162–163). This need is reflected in language via
various mechanisms, one themost common being nominal classification systems (Fedden and Corbett 2018;
Kemmerer 2014, 2017), among which the two most frequent types are grammatical gender and numeral
classifiers (Aikhenvald 2003; Audring 2016; Corbett 1991; Grinevald 2015; Seifart 2010). Examples of
grammatical gender are the common/neuter distinction in Swedish (Indo-European, Europe), the mascu-
line/feminine/neuter1/neuter2 distinction in Mian (Trans-New Guinea, Papunesia; Fedden 2011), and the
noun classes found in languages such as Swahili (Niger-Congo, Africa). Examples of numeral classifiers are
the mostly shape-based classification of referents in languages like Mandarin Chinese (Sino-Tibetan, Asia),
Nepali (Indo-European, Asia), and Tariana (Arawakan, South America). As shown in (1), classifiers can
highlight various inherent features of a referent, including humanness (1a), shape (1b), and animacy (1c).
The surveys in the World Atlas of Language Structures Online (WALS, Dryer and Haspelmath 2013) on
gender/noun class systems (Corbett 2013; 43.6%, 112 of 257 languages having gender/noun class) and
classifier systems (Gil 2013; 35%, 140 of 400 languages having a classifier system) give some indication of the
worldwide prevalence of these systems. These systems are studied across various fields such as linguistics,
neuroscience, cognition, anthropology, and psychology, as they provide a window of analysis into how the
human mind works.

*Corresponding author: Marc Allassonnière-Tang, CNRS/MNHN/University Paris City, Lab Ecological Anthropology, Paris, France,
E-mail: marc.allassonniere-tang@mnhn.fr. https://orcid.org/0000-0002-9057-642X
One-Soon Her, Department of Foreign Languages and Literature, Tunghai University, Taichung, Taiwan; and Graduate Institute of
Linguistics, National Chengchi University, Taipei, Taiwan, E-mail: hero@thu.edu.tw
Harald Hammarström, Department of Linguistics and Philology, Uppsala University, Uppsala, Sweden,
E-mail: harald.hammarstrom@lingfil.uu.se

Linguistics Vanguard 2022; aop

Open Access. © 2022 the author(s), published by De Gruyter. This work is licensed under the Creative Commons Attribution 4.0
International License.

https://doi.org/10.1515/lingvan-2022-0006
mailto:marc.allassonniere-tang@mnhn.fr
https://orcid.org/0000-0002-9057-642X
mailto:hero@thu.edu.tw
mailto:harald.hammarstrom@lingfil.uu.se


(1) Examples of numeral classifiers

a. tin jana manche
three CLF.HUMAN man
‘three men’ (Nepali, Allassonnière-Tang and Kilarski 2020: 127)

b. yi4 tiao2 yu2
one CLF.LONG fish
‘one fish’ (Mandarin Chinese)

c. pa-ita tfinu
one-CLF.ANIMAL dog
‘one dog’ (Tariana, Aikhenvald 1994: 423)

Nominal classification systems are neither redundant nor arbitrary, as they fulfil various lexical and discourse
functions (Allassonnière-Tang and Kilarski 2020; Eliasson and Tang 2018; Her and Lai 2012; Vittrant and
Allassonnière-Tang 2021). Taking grammatical gender as an example, the association between meaning and
gender is far from being arbitrary (Allassonnière-Tang et al. 2021; Basirat and Tang 2018; Veeman et al. 2020).
By way of illustration, the information of form and semantics can be used by machine learning and deep
learningmethods to predict the gender of nounswith an accuracy of around 90% in languages such as French,
German, and Russian (Basirat et al. 2021). Likewise, the presence/absence of nominal classification systems is
not arbitrary, and is subject to the influence of linguistic as well as non-linguistic factors (Allassonnière-Tang
and Her 2020; Her and Tang 2020; Her et al. 2019; Tang and Her 2019). For instance, shared tendencies of
nominal classification systems often correlate with human cognitive biases. Within classifier languages, the
most common classifiers relate to humanness, animacy, long-shape, and round-shape (Croft 1994). This is
hypothesized to relate to the cognitive saliency of these features: the first two features differentiate between
humans and other entities (animals or objects), while the latter two features are salient shapes in our
perception (Kemmerer 2017: 408).

While grammatical gender has long been involved in linguistic studies, classifiers have been of only
minor interest in linguistic theories up to the end of the twentieth century (Kilarski 2013, 2014) when
scholars converged on the pre-existing perspective that “the sex principle, which underlies the classifi-
cation of nouns in European languages, is merely one of a great many possible classifications of this kind”
(Boas 1911: 37). Linguistic works during that period mostly aimed to establish typologies of classifier
systems and nominal classification in general (Adams and Conklin 1973; Aikhenvald 2000; Allan 1977a;
Craig 1986; Denny 1976; Grinevald 2000; Lichtenberk 1983; Seiler 1986; Senft 2000; Wils 1935). More
recent work on classifiers and nominal classification have focused on identifying the functions of such
systems (Allassonnière-Tang and Kilarski 2020; Contini-Morava and Kilarski 2013), establishing their
canonical morphosyntactic properties (Corbett and Fedden 2016), identifying properties of concurrent
systems (Fedden and Corbett 2017) as well as the organization of categories of object concepts in the brain
(Kemmerer 2017, 2019).

During this development, the relevance of numeral classifiers to linguistics and other fields such as
cognitive science has also been noted. For instance, one of themost important functions of numeral classifiers
relates to the count/mass distinction (Contini-Morava and Kilarski 2013; Jackendoff 1991; Wu and Her 2021).
See Supplementary Material A for an extended discussion on the subject.

Investigating such hypotheses quantitatively requires a large database of numeral classifier languages.
Especially since findings about one classifier language might not be generalized to other classifier lan-
guages. For example, a large number of experimental studies of classifiers focused on Mandarin, while a
higher diversity would be ideal (Saalbach and Imai 2012). However, large-scale structured data on numeral
classifiers are scarce. As an example, the WALS (Gil 2013) provides information on the presence/absence
(and obligatoriness) of numeral classifiers, with 140 languages having numeral classifiers in a sample of
400 languages. As another example, the AUTOTYP database (Bickel and Nichols 2002) has data for 272
classifier languages. While such samples are highly valuable, they are a rather small representation of the
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more than 7,000 existing languages (Hammarström et al. 2019). Beside databases, individual research
papers/books also provide data on classifiers in languages of the world (e.g., Allassonnière-Tang et al. 2021;
Greenberg 1972; Greenberg et al. 1990; Nichols 1992), however, these contributions generally consider
different types of classifiers with varying definitions. A more substantial and precisely defined database of
numeral classifier languages worldwide with geographic information is essential to the research on the
distribution of classifiers in language families and subgroups, the probable origin of numeral classifiers and
the subsequent areal diffusion of this grammatical feature (Her and Li in press), the interaction of classifiers
with other classification systems, e.g., genders and noun classes, and also with other grammatical features,
e.g., numeral bases and plural markers. The current study aims at providing such a data source by clarifying
the definition of numeral classifiers and conducting a global search on more than 3,000 languages
worldwide.

2 What are numeral classifiers?

Even though the term ‘numeral classifier’ is quite frequently found in the literature on nominal classification
(Aikhenvald 2000: 30; Bisang 1999: 113; Dixon 1986: 105; Grinevald 2000: 61), different sources tend to use
different terms and some variety of names are found in the literature of nominal classification typologies and
language descriptions (Blust 2009: 292; Wu and Her 2021: 42). Examples are classifiers, quantifiers (Adams
1989), measure or quantitative words (Li 1924), company words (Liu 1965), specifiers (Huffman 1970), pro-
jectives (Hurd 1977), numeratives, numerical determinative (Chao 1968), among others. Nevertheless, this is
not as alarming as it first appears, as a detailed reading of the sources shows that similar definitions are
frequently used despite the naming.

To start with, it is necessary to distinguish between several types of classifiers, which can be identified
based on the classifier locus (Aikhenvald 2000; Grinevald 1999, 2000; Kilarski and Allassonnière-Tang 2021;
Vittrant and Allassonnière-Tang 2021): numeral classifiers, noun classifiers, genitive classifiers, deictic clas-
sifiers, verbal classifiers, and locative classifiers (Grinevald 2000: 62–68; Seifart 2010: 721). As indicated by
their names, these constructional types of classifiers are differentiated based on the grammatical construction
in which they occur, i.e. their distribution in the clause. In this study, we focus on numeral classifiers, which
occur in numeral constructions, as shown in (1) and (5). Numeral classifier systems are divided into two main
subtypes based on different semantic (and sometimes syntactic) behaviour (Her et al. 2017; Peyraube and
Wiebusch 1993: 52–53). First, sortal classifiers highlight or single out some inherent features of the referent
denoted by a count noun (Her and Hsieh 2010). Theymay also make explicit certain information about a given
referent that the noun itself leaves unspecified, and they fulfill several semantic and discourse functions. For
example, in Mandarin, the classifier for humans can be used to highlight that a teacher being referred to is
respectable, which is not information inherently specified for the noun ‘teacher’, c.f., yi2 wei4 lao3shi1 (one
CLF.HUMAN teacher) ‘a teacher’. Second,mensural classifiers1 are used formeasuring bothmass nouns and count
nouns according to their physical properties (Aikhenvald 2000: 115; Bisang 1999: 121); however, unlike sortal
classifiers, which do not alter the quantity of the nominal, mensural classifiers specify the quantity. For
instance, in example (2a) from Mandarin Chinese, the noun ‘fish’ is used with a sortal classifier, zhi1, which
highlights animacy. In (2b), the mensural classifier xiang1 ‘box’ contributes new information about the
quantity measured. Removing the sortal classifier zhi1 in (2a) would result in *san1 yu2 (three fish), which is
ungrammatical in ordinary speech but themeaning of ‘three fish’ is fully recoverable. Consequently, removing
themensural classifier xiang1 in (2b) would result in a meaning of ‘three fish’; the originally intendedmeaning
of ‘three boxes of fish’ is no longer available. Finally, mass nouns such as ‘water’ can only be used with
mensural classifiers, as shown in (2c).

1 What Beckwith (1998) considers the third type, i.e., the so-called ‘groupal’ classifiers, are in fact a subtype of mensural classifiers
under our definition of sortal and mensural classifiers; see Table 1.
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(2) Sortal and mensural classifiers in Mandarin Chinese

a. san1 zhi1 yu2
three CLF.ANIMAL fish
‘three fish’

b. san1 xiang1 yu2
three MENS.BOX fish
‘three boxes of fish’

c. san1 ping2 shui3
three MENS.BOTTLE water
‘three bottles of water’

A revealing insight into the potential cognitive function of numeral classifiers and the difference between
sortal and mensural classifiers is based on the underlying multiplicative relation between the numeral, as a
multiplier, and the classifier, as a multiplicand (Her 2012; Her et al. 2017), inspired by Greenberg’s (1990: 172)
original observation that “all the classifiers are…merely so many ways of saying ‘one’ or, more accurately,
‘times one’.” Sortal and mensural classifiers thus converge as the multiplicand of the numeral, but diverge in
the mathematical values they encode, i.e., sortal classifiers encode the precise value of ‘one’ and mensural
classifiers can represent any value, numerical or non-numerical, that is not necessarily ‘one’. In (2b) above,
san1 xiang1 yu2 ‘three boxes of fish’ does not denote ‘three fish’ specifically, though the total number of fish can
accidentally be three if each box contains exactly one fish. That is to say, while the mensural classifier ‘box’
also involves amultiplication, it is not necessarily ‘times one’, as opposed to sortal classifiers. In (2a), however,
san1 zhi1 yu2, where zhi1 is a sortal classifier, necessarily denotes ‘three fish’. This can be further demonstrated
by (3), where both tiao2 and wei3 are sortal classifiers like zhi1. While the three examples have the same truth
value, zhi1 in (3a) highlights the animacy of fish, tiao2 in (3b) highlights the elongated shape, and wei3 in (3c)
highlights the tail part.

(3) The same noun with different classifiers in Mandarin Chinese.

a. san1 zhi1 yu2
three CLF.ANIMAL fish
‘three fish’

b. san1 tiao2 yu2
three CLF.LONG fish
‘three fish’

c. san1 wei3 yu2
three CLF.TAIL fish
‘three fish’

All three sortal classifiers thus form the same multiplicative relation with the numeral san1 ‘three’, i.e., [3 × 1],
and the total number of fish denoted by all three expressions is thus ‘three’. The formal definition of sortal
classifiers as multiplicands with the value of ‘one’, shown in Table 1, further affords the advantage of a
mathematically precise taxonomy of numeral classifiers (Wu and Her 2021), which also departs from those
offered in the literature.

All classifiers thus function as amultiplicand of the numeral, themultiplier, in the quantifying phrase and
constitute a coherent syntactic category. Sortal classifiers are unique in that their inherent mathematical value
must be numerical and fixed at ‘one’; all other elements in the same syntactic position are thus mensural
classifiers, whose values are anything but ‘one’. The ones with a fixed numerical value other than ‘one’ are
mensural classifiers like shuang1 ‘pair’, which have the exact value of ‘two’. Some other mensural classifiers
have a variable numerical value, e.g., qun2 ‘group’may be any number larger than ‘two’. Mensural classifiers
can also have a fixed, or standard, non-numerical value, which can be weight, height, volume, time, money,
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etc., e.g.,ma3 ‘yard’must be the exact length prescribed. Finally, mensural classifiersmay also have a variable
non-numerical value, e.g., wan3 ‘bowl’ may be big or small in terms of volume.

This multiplicative relation between the numeral and the classifier also has crucial consequences in the
constituent structure of the classifier construction and the typology of classifier word orders. In essence, given
themultiplicative unit [multiplier ×multiplicand] formed by the numeral and the classifier, the twomust form a
syntactic constituent which forms a larger constituent with the noun. This premise explains why among the
theoretically possible word orders between numeral, classifier, and noun, the noun does not intervene be-
tween the numeral and the classifier (Her 2017).

Mensural classifiers in numeral classifier languages are often compared to nominal terms of measure in
non-classifier languages such as English due to the information of quantity they both provide. These two are
often confused due to their similar semantic functions but should be differentiated with regard to their
different syntactic behaviour (Croft 1994: 152; Her 2012: 1682). For instance, terms of measure in English are
nouns (i.e., strictly lexical items) since they can take plural morphology and require the preposition ‘of’, cf.
‘three cups of tea’, when quantifying a noun. In a numeral classifier language, the classifiers do not take plural
marking (if present in the language), and syntactically they behave as sortal classifiers in quantifying the noun
directly without the mediation of an adposition. Sortal classifiers and mensural classifiers thus constitute the
two subcategories of the distinct lexical category of numeral classifiers from nouns in most of classifier
languages. Following this definition, sortal classifiers are typically a closed class, while almost every noun of
the lexicon can be used as a mensural classifier given an appropriate context. In this study, we only consider
sortal classifiers, that is, mensural classifiers or terms ofmeasure are not sufficient for a language to bemarked
as a numeral classifier language. Therefore, in the following text, we use the term ‘classifier’ to refer to sortal
numeral classifiers.

Lastly, it makes no difference as to whether the classifier morphemes are bound (as seen in (1c)) or free
morphemes (as in (1a) and (1b)). The compulsory nature of the sortal classifier also varies according to
languages. For instance, classifiers are considered obligatory with the numerals in Burmese but optional in
Malay (Goddard 2005: 96; Nomoto and Soh 2019). This variance of obligatoriness is language-specific and
extremely context-specific (Nomoto 2013) and is not extensively discussed cross-linguistically. In this study,
we mark a language as having numeral classifiers whether their use is obligatory or optional.

As a practical guide to the previously defined criteria, to identify numeral classifiers in a given language,
the following steps can be conducted:
(i) Consider all grammatical quantifying phrases. By definition a quantifying phrase must have a quantifier

and a nominal, but may also include other obligatory and optional morphemes. For example, we can
consider the quantifying phrases in Mandarin as shown in (3).

(ii) Divide these morphemes into classes on distributional grounds. Taking again the example of numerals in
(3), we identify numerals (e.g., san1 ‘three’), classificatory morphemes (e.g., zhi1 and tiao2), and nouns
(e.g., yu2 ‘fish’).

(iii) If there is a class which is closed. Following the previous example with Mandarin, we identify that the
classificatory morphemes represent a closed class, as opposed to numerals and nouns.

Table : Taxonomy of classifiers in Mandarin Chinese based on mathematical values (Her et al. : ).

Numerical or not Fixed or not Examples Classifier type

Numerical Fixed  zhi ANIMAL, tiao LONG Sortal classifier
Numerical Fixed ¬ : shuang ‘pair’, : da ‘dozen’ Mensural classifier
Numerical Variable >ð¬Þ qun ‘group’, bang ‘gang’ Mensural classifier
Non-numerical Fixed ¬nð¬Þ jin ‘catty’, ma ‘yard’ Mensural classifier
Non-numerical Variable ¬nð¬Þ di ‘drop’, wan ‘bowl’ Mensural classifier
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(iv) And if the members of that class can/must occur with an open class of nominals. Following the previous
example again, the classificatory morphemes can occur with nouns.

(v) And if the members of that class single out a property particular to the meaning of the quantified nominal.
Following the example in Mandarin, the classifier zhi1 singles out the feature ‘animal’while the classifier
tiao2 singles out the feature ‘long’.

(vi) And if the members of that class preserve cardinality of countable nominals, the language has a classifier
system.

First, we assume in point (i) that one can identify quantifying phrases, judge their grammaticality, perform
morpheme division on them and translate them. We also assume that issues relating to morpheme class
division (point ii) and the distinction open versus closed class (point iii) can be resolved (Evans 2000). Without
points (ii–iii) many languages with compounds would qualify as languages with optional classifiers. Point (iv)
ensures that the morphemes we are after do not relate only to a restricted set of nominals, but serve to, in
principle, classify any nominal.

Point (v) is perhaps the most important characteristic of classifiers. Classifiers have meaning (cf. the
discussion in Allan 1977b: 290–294), which is a precision of the meaning of the classified nominal. As we state
the requirement, the compatibility of a given classifier and nominal is determined by the classifier and the
meaning (not its specific form) of the nominal. Since we are working with an open class of nominals, this
implies that there are nominals where more than one classifier is compatible. Save for exceptions, it further
implies that classifier compatibility need not be stored separately in themental or descriptive lexicon of nouns
of a classifier language. Classifiers here form a continuum towards gender, which we understand to be
languages where only one gender is compatible with each noun, often with incomplete predictability, and
therefore needs to be stored in the lexicon. Languages where most nouns have a fixed gender often have a
closed set or class of nouns whose gender can alternate based on meaning (cf. Singer 2016: 7), similar to
classifiers as we define them here. The dividing line is what is the exception and what is the open-ended
system, so that classifier languages have an average >1 classes per noun against gender languages with ≈1. For
example, on the one hand, a noun is either masculine or feminine in French. On the other hand, nouns in
Mandarin Chinese can be used with different classifiers. As shown in (3) earlier, the noun ‘fish’ can be used
interchangeably with classifiers for animals, long objects, or tails.

Finally, point (vi) relates to the counting functionality of classifiers, and thus the fact that they require the
noun to be quantified to be a count noun (Allan 1977a; Her 2017: 288).

Wemake no direct reference to thematter of classifier or gender (concordial) agreement. As is well-known,
some languages are attested with nominal classification systems that are repeatedly marked on different
elements of a clause (Derbyshire and Payne 1990: 256). As shown in (4) with Miraña, the general class marker
(GCM) is present on the noun, numeral, and verb.

(4) Concordial markers in Miraña (Seifart 2005: 158)

a. tsa-:pi gwa-hpi
one-GCM.M.SG human-GCM.M.SG
‘one man’

b. kátɯ´:βε-bε gwa-hpi
fall-GCM.M.SG human-GCM.M.SG
‘he fell, the man’

While agreement is deemed a necessary (but not sufficient) requirement for gender/noun class status (Corbett
1991: 146), this does not detract from our characterization of numeral classifiers. Hence, to judge whether a
language has numeral classifiers (as defined here) one does not need to know the grammar of the language
beyond the quantifying phrase. The potential issue of multifunctionality is addressed in a similar way. A
classifier in a given language can be described as representing several classifier types simultaneously. For
example, in languages such as Mandarin and Cantonese, some numeral classifiers can also be referred to as
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‘bare noun classifiers’ (Simpson et al. 2011), indicating that those classifiersmay occur with a noun butwithout
a numeral to infer a definite interpretation. We do not quantify this multifunctionality in our identification
process. That is to say, if a language has sortal classifiers within our definition, it counts as being a classifier
language, regardless ofwhether those classifiers can have different functions outside of the quantifying phrase
and be referred to as different classifier types in the literature.

The methodology used in this paper, which finds a lineage in Greenberg’s (1990: 172) insight that sortal
classifiers express ‘times one’, significantly departs from the often informal and vague definitions found in
previous studies. Gil (2013), for example, relies heavily on the concept of ‘countability’ in identifying sortal
numeral classifiers. However, as shown in Table 1, sortal classifiers and mensural classifiers can both occur
with nouns of low countability (i.e., nouns that typically do not occur in direct construction with numerals),
but only the ones with the precise numerical value of ‘one’ are sortal classifiers. Furthermore, the reliance on
countability might also induce the serious misconception that non-classifier languages such as English have
mensural numeral classifiers. Our methodology shows that while English, and other non-classifier languages,
have terms of measurement such as pair, group, yard, and bowl that function exactly like Mandarin Chinese
mensural classifiers semantically, they are syntactically nouns, not sortal classifiers at all. Our methodology
has helped clarify that the Archaic Chinese in oracle bone inscriptions has mensural classifiers but not sortal
classifiers and that Proto–Tibeto–Burman is a non-classifier language (Her and Li in press). We are now in the
process of using thismethodology to re-examine putative classifier languages that seem to be borderline cases,
especially those in Africa, Europe, and Taiwan.

3 Manual survey of literature and automatic scan of grammars

Based on the definitions provided in Section 2, we conducted two parallel surveys to identify languages that
have numeral classifiers. During these surveys, we gathered as many language grammars that could be found
as an attempt to cover as many languages as possible. First, a manual survey of language grammars was
conducted to identify which languages were described as having numeral classifiers. The language examples
available in each grammar were then used for applying the definition provided in Section 2. This method is, as
far as we know, the most commonly used to construct databases such as WALS (Dryer and Haspelmath 2013)
and AUTOTYP (Bickel and Nichols 2002; Nichols et al. 2013). In parallel, we also conducted an automatic
survey in the collection of digitized grammatical descriptions from the DReaM Corpus (Virk et al. 2020). For the
purposes of the present study, we selected the subset of descriptions that were (i) written in English as the
meta-language, (ii) a grammar or grammar sketch2 and (iii) a description of only one language — so that its
contents could arguably be attributed to exactly that language. The resulting collection consisted of 7,126
source documents describing 3,240 languages spanning all areas of the world. The manual survey and the
automatic survey (see Supplementary Material B) resulted in a sample of 3,338 languages, which includes 723
numeral classifier languages.3 Further details are provided in Section 4.

4 Results

A geographic visualization of the numeral classifier languages found in our surveys is shown in Figure 1. The
data includes 723 (22%, 723/3,338) numeral classifier languages and 2,615 (78%, 2,615/3,338) languages
without numeral classifiers. The datamatcheswith the existing literature in twoways. First, numeral classifiers

2 These are the description types of Hammarström and Nordhoff (2011) that cover a spectrum of linguistic description types. They
would therefore be expected to bring up classifiers if and only if such are present in the language being described.
3 By considering the result of the manual checking as the gold data, the overall accuracy of the automatic survey is around 0.89,
which is comparable with human inter-coder agreement of similar tasks (Donohue 2006: 67–68). The precision is near 0.95 and
much higher than the recall (0.62). Most errors are classifier languages that are not identified as such by the automatic survey. For
more details on this quantitative comparison, please refer to Hammarström et al. (2021:32).
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are rare, as only 22% of the languages have such a system. Our database also allows us to refine the attested
distribution in existing online databases. As an example, Gil (2013) lists 140 numeral classifier languages in a
database of 400 languages, which results in a proportion of 35%. Our data provide a more detailed idea of the
scarcity of numeral classifier languages in languages of the world. This divergence of distribution can mostly
be explained by a difference of coverage and definition. First, it is possible that the WALS sample of 400
languagesmight have been coincidentally biased towards having numeral classifiers. Second, while Gil (2013)
also considers sortal classifiers, the definition varies with ours. For example, Eyak (Athabaskan-Eyak-Tlingit)
is annotated as a classifier language in WALS. However, considering the available references, we observe that
“classifiers are strictly verb prefixes” in Eyak (Krauss 2015: 122). By comparing the two databases, there is a
mismatch of annotation for 42 languages. Fifteen languages are annotated as having classifiers in WALS but
not in our database, while 27 languages are annotated as not having classifiers in WALS but annotated as
having classifiers in our database. If wewere to replace thesemismatching pointswith our data, the proportion
of classifier languages would further increase in theWALS sample, which hints toward the first possibility that
the option was accidentally biased towards classifiers. While we acknowledge that it would be interesting to
compare the checklists of the two sources, there is no available checklist of criteria available for Gil (2013); we
thus do not conduct such a comparison here.

Second, in terms of geographic distribution, the existing literature suggests that numeral classifiers are
mostly found in Asia, while outside of Asia, they “are rare overall, but cluster along the Pacific Rim in a pattern
that, though clearly subcontinental in size, happens to span three macroareas: North Asian Coast (OldWorld),
Oceania (Pacific), and thewestern coastline of North America,Mesoamerica, and South America (NewWorld)”
(Nichols 1992: 200). Our data matches with this overview (Table 2), in which we consider continents instead of
glottoareas. The latter is not considered since it merges Europe and Asia into Eurasia and introduces noise into
the visualization of the geographical distribution, as Europe has few classifier languages, while Asia has a lot
of classifier languages. First, classifiers aremostly found inAsia. Second, classifiers are least attested in Europe
and Africa, while they are present but less frequent in the Americas and the Pacific when compared with Asia.
More precisely, within the Pacific, numeral classifier languages are mostly found in Papunesia and are
extremely rare in Australia. The scarcity of the classifiers in the Americas is likely due to the fact that only
numeral classifiers (more specifically sortal classifiers) are included in our data, which excludes other types of
classifiers that are generally found in languages spoken in South America.

The geographic distribution of numeral classifier languages can also be visualized in terms of proportion
within each continent. As an example, while 70% of the numeral classifier languages are found in Asia, it is also

Figure 1: The spatial distribution of numeral classifier languages. Each point represents a language.
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necessary to understand how frequent numeral classifier languages are amongst the languages of Asia. For
instance, it is possible that thehighproportionofnumeral classifier languages inAsia is solelydue to the fact that
many more languages are found in Asia. To avoid such biases, it is necessary to visualize the proportion of
numeral classifier languages in each continent. The results show that the ranking based on proportion across
areas gives a similar proportion as the ranking calculated based on each individual area: Asia has the highest
proportion of numeral classifier languages, followed by the Americas, while the proportion of numeral classifier
languages is generally low in the Pacific, Africa, and Europe.4 While the geographical distribution of classifiers
generally matches with the literature, there are also divergences with observations from previous studies. As an
example, some studies (Nichols 1992; Sinnemäki 2019) observe that numeral classifiers are more commonly
found in the Pacific than elsewhere.We do not engagewith this issuewithin this paper, nevertheless we suggest
that our database enables further testing of these observations from different perspectives.

Finally, we also visualize the distribution of numeral classifier languages across language families. Nu-
meral classifier languages are found in 56 of the 203 language families included in the data. The proportion of
numeral classifier languages of each of these families is listed in Figure 2. We observe that few families consist
only of numeral classifier languages. Interestingly, these families are located either in Asia (Japonic and
Hmong-Mien) or the Americas (Jodi-Saliban, Huavean, and Haida), which once again matches with the
existing literature on the geographic distribution of numeral classifier languages. Furthermore, only 22 out of
the 56 families have half or more than half of their languages as numeral classifier languages. The majority of
the families have a small proportion of numeral classifier languages.

As a summary, on theonehand, thedatamatchwith the existing literature by showing thatAsia is a hotbed for
numeral classifier languages. On the other hand, the data provide additional details with regard to the geographic
and phylogenetic distribution of numeral classifier languages, which is helpful for the development of future
studies. For example, the proportion of classifier languages per family shown in Figure 2 gives hints as to which
language families couldbe suggested for studies on the evolutionof numeral classifierwithphylogeneticmethods.

5 Summary and future development

The product of our clarified definition of numeral classifiers and our surveys is a database of numeral classifier
languages. While its contents match with the existing literature and provide additional details about the
distribution of numeral classifier languages worldwide, we acknowledge that additional details and feedback
from the linguistic community are needed to further enlarge and deepen our survey. Therefore, following the

Table : The proportion of numeral classifier languages across continents. The ‘proportion on total’ refers to the percentage of
numeral classifier languages distributed across continents. For example, .%of all the classifier languages are found in Asia.
The ‘proportion per continent’ indicates the percentage of numeral classifier languages within each continent. For example,
.% of the languages in Asia are numeral classifier languages. The number of classifier languages and total languages differs
from the numbers mentioned in the text (/,), because only languages with identified coordinates are mentioned in this
table.

Proportion on total Proportion per continent

Continent Count Percentage Count Percentage

Africa / .% / .%
Americas / .% / .%
Asia / .% / .%
Europe / .% / .%
Pacific / .% / .%

4 As it is frequently questioned, the classifier languages found in Europe include languages such asHungarian,which has optional
classifiers (Csirmaz and Dekany 2014; Dekany and Csirmaz 2017).
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FAIR principles (Findable, Accessible, Interoperable, and Reusable), we also aim at releasing the data ob-
tained through our surveys as an online open-access database, which is named The World Atlas of Classifier
Languages and abbreviated as WACL.

The contents of WACL (Further details in Supplementary Material C) will be published under the CLLD
framework (Forkel 2014, https://clld.org/) under the CLDF format (Forkel et al. 2018) and hosted at the
locations https://wacl.clld.org/ and http://wacl.thu.edu.tw/one. It will be updated on a yearly basis with a
GitHub repository and a Zenodo frozen version. The version included in this paper is version 1. The building of
WACL supports crowd science and will welcome comments and suggestions from the linguistic community to
correct and/or expand the content of WACL. For example, even though the content of WACL is the result of
automatic and manual scans, the content of WACL may be updated based on feedback from the linguistic
community. WACL will also be expanded with additional features such as the obligatoriness/optionality of
classifiers, detailed examples for each language in the database, differentiation of sub-categories of numeral

Figure 2: The proportion of numeral classifier languages per family. The numbers in parenthesis refer to the number of languages
included in the data for each family. Families without numeral classifier languages or families for which there is only one data
point are not listed here.
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classifiers (e.g., sortal vs. mensural classifiers), the inventory of classifiers in each language, among others.
Opportunities of collaboration from various parties and/or institutions are also welcomed to suggest changes
and/or new data points in the database.
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